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Introduction

Three qualitative notions play an important role in current debates about causal explanation:

Specificity “the notion we are trying to capture is that the state of C exerts a fine-grained kind of control over which state of E is realized” (Woodward 2010, 305)

Proportionality “proportional in the sense that they should be just ‘enough’ for their effects, neither omitting too much relevant detail nor containing too much irrelevant detail” (Woodward 2010, 297)

Stability “the stability of this relationship of counterfactual dependence has to do with whether it would continue to hold in a range of other background circumstances” (Woodward 2010, 292)

Causal information theory applies Shannon information measures to the results of interventions on a causal graph. It allows us to clarify these three concepts and define measures of them.

Specificity

Spec: \( \text{Spec} = I(C; E) = H(E) - H(E|\hat{C}) \).

Causal specificity is measured by the reduction in uncertainty about the value of the effect variable that results from intervening to set the value of the cause variable. (Variables with hats are set by intervention.)

C is a cause of E iff Spec > 0.

Proportionality

Proportionality constraint: given an effect variable E that is a target of intervention or causal explanation, a causal variable C should be discretised so as to minimise the entropy of C whilst maximising specificity for E.

Stability

(a) C and B are causes of E. B can be thought of as a set of background factors.

(b) The diagram represents the mapping from values of C and B to values of E. Here B provides additional causal information but does not interact with C.

(c) M is a variable representing the mapping from C to E. If B interacts with C, B will have some specificity for M.

(d) Here interaction is maximal, since B is necessary to determine to any degree the mapping from C to E.

So, the instability of \( C \rightarrow E \) is the degree to which B interacts with C. This is measured by interaction information: \( I(\hat{C}; E; \hat{B}) = I(\hat{C}; E|\hat{B}) - I(\hat{C}; E) \).
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1 A primer on information theory

Information theory captures how information about the value of one variable reduces uncertainty about the value of a related variable\(^1\).

When a discrete variable has only two values, its value can be known by answering a single question (yes or no). The answer conveys one unit of information (1 bit).

If the variable has \(2^n\) equally likely possible elements, \(n\) dichotomous questions (\(n\) bits) are needed to determine the actual value. The quantity of information in the actual value is thus \(n = \log_2 (2^n)\). If each possible value has equal probability \(p = 1/2^n\), knowing any actual value of the variable brings \(- \log_2 p\) bits of information.

In general, the information gained by knowing the actual value of a variable is measured as an average over the probabilities of the different values. This quantity is the entropy of the probability distribution of the variable:

\[
H(X) = \sum_{i=1}^{N} p(x_i) \log_2 p(x_i)
\]

\((x_i)\) represent values of the variable \(X\) and \(N\) is the number of different values). Uncertainty is maximised (maximum entropy) when each value is equiprobable.

If \(X\) and \(Y\) are two random variables, we can define the entropy of the couple, \(H(X,Y)\). This enables us to define the conditional entropy, representing the amount of uncertainty remaining on \(Y\) when we already know \(X\):

\[
H(Y|X) = H(X,Y) - H(X)
\]

In a similar way, the mutual information, that is, the amount of redundant information present in \(X\) and \(Y\) is obtained by:

\[
I(X;Y) = H(X) + H(Y) - H(X,Y)
\]

Conditional entropy is null, and mutual information is maximal, when \(Y\) is completely determined by \(X\). Note that conditional entropy is generally asymmetric while mutual information is always symmetric. By contrast our measure of causal specificity is always asymmetric: \(I(X;Y) \neq I(Y;X)\).

The relationships between these three different measures are represented in Figure 1.
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2 Causal power and actual causation

Measuring Spec with different probability distributions over \(\tilde{C}\) corresponds to different views of causal specificity in the existing, qualitative literature.

Woodward's [5] fine-grained influence \((\text{INF})\) can be understood as intervening in an unbiased way, to make every value of \(C\) equiprobable:

\[
\text{INF} : I(\tilde{C}; E),\text{ where the distribution of } \tilde{C} \text{ has maximum entropy.}
\]

However, another option is to construct a distribution which maximizes specificity, which need not maximize the entropy of \(C\).

\[
\text{MaxSpec} : I(\tilde{C}; E), \text{ where the distribution of } \tilde{C} \text{ maximises Spec.}
\]

Whereas \(\text{INF}\) measures how much influence \(C\) exerts on \(E\) in an unbiased set of intervention experiments, MaxSpec measures how much influence \(C\) exerts on \(E\) under ideal conditions. This is the 'causal power' [6] of \(C\) with respect to \(E\) and can be thought of as a measure of \(C\)'s potential influence on \(E\). We suggest MaxSpec best explicates the intuitive idea of the intrinsic causal structure of a system [7].

We can also measure how much difference a cause actually makes to an effect — 'specific actual difference making' [4] or \(\text{SAD}\). Our interventions mimic the observed distribution of \(C\):

\[
\text{SAD} : I(\tilde{C}; E), \text{ where the distribution of } \tilde{C} \text{ is identical to the actual distribution of } C \text{ in some population.}
\]

This measure has been termed 'information flow' [3].
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\(^1\)Excerpt from [1]. For details see [2].